
THE IMPORTANCE OF RESOLVING 

Every Alert
Threat actors are hiding in low priority alerts

Malicious payloads 
downloaded from a 

legitimate public 
website

PowerShell scripts 
downloaded malicious 
payloads hosted on 
sslip.io, a legitimate 
website used by the 
attacker to host 
malicious content 

WinRaR is a 
legitimate 3rd party 
application used to 
create multiple 
archives to 
compress data 

Unapproved usage 
of commercial 
applications, Pcloud 
and Exiland to 
exfiltrate data  

Used in hands-on 
attacks. Deployed 
manually after an initial 
compromise, network 
reconnaissance and 
pre-deployed tasks 
on the network  

WMI (Windows 
Management 
Instrumentation) 
persistence found 
on 19 hosts 

Mimikatz accesses 
LSASS to dump 
passwords, hashes, 
PINs and Kerberos 
tickets from 
memory

Credentials obtained 
through Mimikatz used 
to RDP into other 
machines RDP is a 
Microsoft app which 
allows a user to connect 
to another computer 
over a network 
connection 

Zero-login 
vulnerability 
exploited to obtain 
domain admin 
privileges to 
access anything in 
the domain  

CobaltStrike, a tool 
developed for red 
team use, used to 
connect to a public 
IP to send data back 
and forth 

Credential  
scraping 

Lateral movement 
to other 

machines 

Zerologon exploited 
to take control of 

two domain 
controllers 

Connection to 
a Command and 

Control (C2) 
domain 

Data parsed 
into smaller files to 

evade firewall 
detection 

Data exfiltrated 
to  a cloud 

storage 
platform  

RagnarLockbit 
ransomware 

encrypted files and 
deleted backups 

Persistence 
introduced after 

attack, resulting in 
re-infection twice 

LOW

LOW LOW CRITICAL LOW

LOW LOW LOWMEDIUM

Resolving every 
alert means tuning 
security tools to 
detect every alert

Exceeding SOC
investigation & 
resolution 
capacity

890,000+
Alerts 

ONE CUSTOMER 
SINGLE DAY

REQUIRING

300
Analysts  

FOR ONE CUSTOMER

14,000+ 
Alerts 

PER CUSTOMER 
PER DAY

2,400 
Hours 

PER CUSTOMER 
PER DAY

Traditional Managed Detection & 
Response providers control alert 
volume using alert suppression

DETECT AND REMEDIATE THE ENTIRE KILL CHAIN OR RISK RE-INFECTION

Disable lower priority alerts

Change thresholds

Prioritize Critical and High

Ignore Medium and Low

CRITICAL 1%

HIGH 4%

MEDIUM 26%

LOW 69%

Zero Trust Analytics Platform™ (ZTAP®) automatically resolves >99.9% of all alerts

Critical Start SOC escalates only <0.01% of all alerts to our customer

All statistics are averages based on 6-months of data recorded by the Critical Start SOC 

CRITICALSTART® DELIVERS THE SCALABILITY TO 

Resolve Every Alert 
FOR EVERY PRIORITY

9
Alerts 

PER CUSTOMER 
PER DAY

14,000+ 
Alerts 

PER CUSTOMER 
PER DAY

0.2
Hours 

RESOLUTION TIME
PER CUSTOMER 

PER DAY

1 
Alerts 

PER CUSTOMER 
PER DAY

>99.9%

<0.01%


